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Abstract 

 

This paper proposes a method to generate surface and 

texture models from rigid objects captured with an 

RGB-D camera. The method integrates five stages: 

1. Point cloud generation from RGB-D images; 2. 

Surface model generation; 3. Surface model 

refinement; 4. Texture generation and mapping; 5. 

Texture enhancement. The use of image processing 

algorithms for texture enhancement and the 

refinement of the surface models enables the 

improvement of the appearance of reconstructed 

models. The performed experimentation shows the 

results of the proposed method for five small textured 

objects. The appearance of reconstructed models was 

evaluated using a visual quality index; a sharper 

texture helps to improve such index. 
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Resumen 

 

En este trabajo se propone un método para generar 

modelos de superficie y de textura de objetos rígidos 

capturados con una cámara RGB-D. El método 

propuesto integra cinco etapas: 1. Generación de 

nube de puntos a partir de imágenes RGB-D; 2. 

Generación de modelo de superficie; 3. Refinamiento 

de modelo de superficie; 4. Generación y mapeo de 

textura; 5. Mejora de textura. El uso de algoritmos de 

procesamiento de imágenes para la afinación de 

textura en conjunto con el refinamiento de los 

modelos de superficie permite mejorar la apariencia 

de los modelos reconstruidos. La experimentación 

realizada muestra los resultados del método 

propuesto utilizado en la reconstrucción de cinco 

objetos pequeños ricos en textura. Se evaluó la 

apariencia del modelo reconstruido mediante un 

índice de la calidad visual; se comprobó que una 

textura con mayor nitidez ayuda a mejorar dicho 

índice. 
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1. Introduction 

 

In 3D reconstruction, obtaining textured models 

is a research topic of interest, particularly in 

virtual, augmented, and mixed reality 

applications; it is desired that digital models 

have an appearance as close as possible to the 

real object. Different factors influence the 

appearance of the digitalized models, such as the 

refinement of the reconstructed geometric 

surface and the quality of its color texture. The 

surface can be refined using algorithms that 

remove noise and other elements that are not part 

of the object to be reconstructed, as well as 

algorithms to fill in missing parts of the surface 

that could not be reconstructed due to a lack of 

information in the point cloud. The visual 

appearance of the model can be improved by 

applying image sharpening algorithms. 

 

In our previous work (Corona & Reta, 

2021), a systematized process for capturing a 

rigid object with an RGB-D was proposed. This 

work presents a 3D reconstruction method for 

generating textured models from a set of RGB-

D images captured from different viewpoints of 

small objects, which comprises: 

 

 An algorithm to generate a point cloud 

from RGB-D images. 

 A surface reconstruction method from 

point clouds to generate a surface model 

represented as a polygon mesh. 

 A surface refinement algorithm to 

remove noise, fill missing parts, and 

simplify the surface model. 

 A texture mapping method to generate 

textured models from the acquired color 

images. 

 An image processing approach for 

texture enhancement. 

 

A summary of theoretical concepts and 

relevant works in the literature for the generation 

of surface and texture models is presented 

below. 

 

1.1 Acquisition of multiple RGB-D images 

and generation of point cloud 

 

The acquisition of RGB-D images can be carried 

out as proposed in (Corona & Reta, 2021) where, 

by means of a positioning machine, a 

stereoscopic camera is moved in such a way that 

visual characteristics of an object can be 

obtained from different points of view.  

This is to acquire the necessary 

information of the object for its 3D 

reconstruction. The reconstruction of objects 

starts with a process in which a geometric 

structure is obtained, that can be organized as a 

structured set of points in space, also known as a 

point cloud. There are different image-based 

reconstruction methods to generate point clouds. 

Some of these methods are based on visual 

odometry (VO) and simultaneous localization 

and mapping (SLAM). It is also possible to use 

a stereoscopic camera to perform the 3D 

reconstruction in real-time. 

 

1.2 Generation of surface models 

 

A surface model is a geometric model of a 

surface that describes the shape of some object 

or scene (Fisher et al., 2016). A mesh is a 

bounded surface formed by flat faces and edges 

that form polygons (Fisher et al., 2016). In  

Figure 1, a surface model is shown.  

 

 
a)  b) 

 

Figure 1 Surface model represented as a mesh with 

different levels of resolution generated by Poisson 

Reconstruction method. a) Geometric model where the 

geometric detail is increased. b) Section of the model 

where the increase in geometric detail can be seen 

Source (Kazhdan et al., 2013) 

 

To make a 3D reconstruction, one or 

more images can be used. In the case of using a 

single depth image known as RGB-D or 

traditional color images (RGB) as in (Zhang & 

Funkhouser, 2018), (Sun et al., 2018), (B. Yang 

et al., 2018), and (J. Wang et al., 2018), Deep 

Learning methods can be used to generate a 

surface or point cloud. With Deep Learning 

methods, acceptable results are obtained when 

reconstructing simple objects.However, they 

have not been used in the 3D reconstruction of 

real objects.  
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For 3D reconstruction, some methods 

generate the surface from a point cloud 

constructed from RGB-D images. This 

reconstruction can be without texture mapping 

(F. Wang & Hauser, 2019), (Sheng et al., 2018), 

(Tzionas & Gall, 2015), (Gao et al., 2019), (K. 

Wang et al., 2014), (Zhong et al., 2019), (Mi et 

al., 2020), and (Kazhdan et al., 2013) or with 

texture mapping (Vrubel et al., 2009) and (Tucci 

et al., 2012). Some methods use a priori 

templates (Hao et al., 2019). Models 

reconstructed with templates look aesthetically 

better, but in applications such as inspection, 

their use is not recommended because 

information about the true geometry of the 

object is lost. 

 

Some techniques for eliminating 

problems that affect reconstruction quality are 

the use of feedback with algorithms for visual 

odometry such as SLAM (Deris et al., 2017), (Y. 

Yang et al., 2019), (Civera & Lee, 2019), and 

(Huang et al., 2020) and inertial measurement 

units or IMUs (Pintore et al., 2020), which 

enable the reconstruction to be carried out in 

real-time. The techniques for improving the 

quality of reconstruction using denoising 

algorithms (Almonacid et al., 2018), (Mi & Tao, 

2018), (Sterzentsenko et al., 2019), (Jia et al., 

2019), and (Wolff et al., 2016) and the 

algorithms for completing missing parts in the 

surface (Centin & Signoroni, 2018), (Lin et al., 

2017), (Xia & Zhang, 2017), and (Centin et al., 

2015). 

 

1.3 Generation of textured models 

 

A textured model is a surface model to which a 

texture is applied in order to give it the 

appearance of a real object.  

Figure 2 shows the difference between a surface 

model without texture and a surface model 

rendered with texture. 

 

 
a)   b) 

 

Figure 2 a) Surface model. b) Surface model rendered 

with texture  

Source (Waechter et al., 2014) 

It is possible to create a textured model 

using a single image using deep learning 

methods (J. Wang et al., 2019), (Lazova et al., 

2019), and (Henderson et al., 2020). However, 

the obtained results do not have a photorealistic 

finish; better results can be obtained with 

reconstruction methods based on multiple views 

without using artificial intelligence (Nunes 

Masson & Petry, 2019).  

 

1.4 Techniques for texture enhancement  
 

In (W. Li et al., 2019), (Kim et al., 2019), (Fu et 

al., 2018), and (Rouhani et al., 2018), texture 

optimization techniques have been adopted to 

improve the quality of the final texture, reducing 

ghosting and blurring problems. More recently, 

Deep Learning techniques have been adopted 

(Huang et al., 2020), (Richard et al., 2020), (Y. 

Li et al., 2019), and (Wu et al., 2019), with which 

results outperform the quality of previous 

methods. 

  

Textures of a model can be generated 

synthetically using artificial intelligence 

techniques from multiple images (Raj et al., 

2019). Synthetic textures typically do not 

provide a realistic finish since lighting and 

shadow information is lost.  

 

This work proposes a method based on 

image processing, in conjunction with surface 

refinement, to reconstruct objects, giving them a 

better visual appearance. The goal is to reduce 

human intervention during the reconstruction 

process by reducing the required time and 

automating the process of digitizing objects. 

 

This paper is organized as follows. 

Section 2 proposes the method for generating 

textured models, including point cloud 

generation, surface reconstruction, and texture 

mapping and enhancement. Section 3 presents 

the visual results of the generated models. 

Finally, Section 4 presents the conclusions of the 

proposed work and discusses future work. 

 

2. Proposed method 

 

The proposed method consists of generating a 

textured model of a rigid object, using the 

information captured with a set of images taken 

from different positions around this object. 

Figure 3 presents the steps of the proposed 

method.  
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It starts from a set of previously acquired 

RGB-D images; from these images multiple 

point clouds are generated, which are aligned 

and merged into a single one. This point cloud is 

processed to generate a surface as a polygonal 

mesh, which is refined to eliminate 

imperfections that affect the quality of the 

appearance; after that, texture mapping is 

performed on this surface; then, by means of 

image processing algorithms, texture 

enhancement is performed to improve the visual 

appearance of the textured model. The visual 

appearance is evaluated using a perceptual visual 

quality metric (Crété-Roffet et al., 2007). 

Finally, the textured model is exported in a 

digital format so that it can be integrated into 

mixed reality applications. 

 

 
 

Figure 3 Proposed method  

Source: Own Elaboration 

 

In this work, a method based on image 

processing algorithms is proposed to improve 

the appearance of the textured models. An 

evaluation metric was adopted to objectively 

measure the visual quality of the reconstructed 

models, in order to determine if an improvement 

in the visual quality index can be obtained using 

the proposed method.  

 

 

 

2.1 Data capture 

 

Multiple images were captured to obtain 

different views of the object. One way to capture 

them is proposed in (Corona & Reta, 2021), 

where a camera rotates around a fixed object to 

take images from different viewpoints. In this 

work, RGB-D images were captured with a 

StereoLabs ZED stereo camera (Stereolabs, 

2021) using its API (Stereolabs, 2021), and 

previously calibrated with the proprietary SDK 

(Stereolabs, 2021). The capture is performed 

indoors under controlled lighting conditions, and 

using fixed light sources pointing towards the 

object; this provides the appropriate illumination 

levels to obtain sharp images. Depending on the 

object to be digitalized, the camera parameters 

and the number of images to be captured are 

modified. 

 

2.2 Surface reconstruction 

 

For surface generation, the Open3D library is 

used (Zhou et al., 2018). The captured RGB-D 

images are used to generate multiple point 

clouds from them; the point clouds are aligned 

using the multiway registration process 

proposed in Open3D. This process is based on a 

global registration method and allows multiple 

point clouds to be aligned simultaneously. 

During the alignment process, the point clouds 

are merged with Open3D using an addition 

operator. The resulting merged point cloud is 

used to generate a surface using the ball pivoting 

reconstruction method included in Open3D, with 

which the surface model is obtained. 

 

2.3 Surface refinement 

 

Surface refinement is performed using the 

Open3D library (Zhou et al., 2018) and the 

PyMeshFix library (Kaszynski, 2020). The 

polygonal mesh obtained in the previous stage is 

processed with an average filter included in 

Open3D to reduce the noise and smooth the 

surface; with the connected components method, 

the mesh is grouped into clusters, and non-

connected components are eliminated from this 

mesh. To fill missing parts in the mesh, the 

PyMeshFix library is used, which takes the mesh 

as input and returns a new mesh without holes. 

Finally, to eliminate faces of the polygonal mesh 

that do not provide relevant geometric 

information and to reduce processing time in 

subsequent processes, the mesh decimation 

method included in Open3D for mesh 

simplification is applied.  

Point cloud generation 

from RGB-D images 

Surface model 

generation 

Surface model 

refinement 

Texture generation and 

mapping 

Texture enhancement 
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The refinement of the polygonal mesh 

will always be carried out in each reconstruction 

process, assuming that the mesh presents some 

defect; in case it does not present any defect, 

after the refinement, an unaltered mesh will be 

obtained. 

 

2.4 Texture generation and mapping 

 

With the RGB images, a texture image is 

generated and mapped onto the surface of the 

polygonal mesh. A Python library available on 

GitHub (Iory, 2020), based on the Point Cloud 

Library (Rusu & Cousins, 2011), is used to do 

the texture mapping. Texture mapping is done 

using a warping-based mapping method; the 

camera calibration matrix and the rotation and 

translation matrices for each position are used to 

map the images on the surface. 

 

2.5 Texture enhancement  

 

Using a method based on image processing 

algorithms, a new texture is generated for the 

surface model, which provides an improvement 

in the appearance of the textured models with 

respect to a perceptible visual quality index. 

 

For texture enhancement, a sharpening 

filter included in the library PIL (Crété-Roffet et 

al., 2007) is used. To apply this filter, the 

previously generated textures are taken as input; 

after processing the textures using the 

sharpening filter, the output images are exported 

and used as the new textures for the surface 

models. 

 

3. Results  

 

From figure 4 to figure 8 , visual results are 

presented for the stages of the proposed method 

to obtain the textured surface models using five 

test objects. In a, the RGB color images are 

represented; in b, the depth images; in c, the 

point cloud generated from the depth images; in 

d, the reconstructed surface from the point cloud; 

in e, the refined surface where filters were 

applied to remove noise and fill holes; in f, the 

textured surface model, where RGB textures 

were enhanced and mapped onto the refined 

surface.  

 

Figure 4 shows the results of the 

proposed method for generating a textured 

model of a sculpture with homogeneous textures 

and a slightly reflective surface.  

After refinement of the surface model 

(see e), it can be seen that an accurate 

representation of the geometry of the real object 

was not obtained. However, by applying the 

texture (see f), it can be seen that the texture 

helps compensate for the lack of detail of the 

surface model, providing an appearance closer to 

the real object.  

 

Figure 5 hows the generation of a 

textured model of a box with a non-reflective 

surface and rich in texture. In g, it can be 

observed that the obtained textured surface 

model looks similar to the original object.  

 

Figure 6 shows the generation of a 

textured model of a box with a slightly reflective 

surface and rich in texture. Similar to the box 

shown in Figure 6, a model with a blurred and 

misaligned texture was obtained (see g). The 

corrective actions to be taken in the texture 

optimization stage can reduce these problems to 

improve the appearance of the object model. 

 

Figure 7 shows the generation of a 

textured surface model of a poorly textured 

pillar-shaped object. Due to the small size of the 

object, problems were encountered in acquiring 

a significant amount of its detail.  

 

Figure 8 shows the generation of a 

textured surface model of an object with a non-

reflective and poorly textured surface. In d, it can 

be seen that the object of interest has holes in its 

surface; this error is corrected later in the 

refinement stage (see e). 

 

Figure 9 shows the differences in texture 

appearance when using image processing 

algorithms to improve image sharpness. 

 

3.1 Visual results of textured models 

 

The obtained textured model is evaluated for its 

appearance quality. The evaluation is carried out 

quantitatively using a visual quality metric 

(Crété-Roffet et al., 2007). This evaluation 

allows determining if the proposed method 

based on image processing algorithms improves 

the appearance of texture models. 
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Figure 4 Results of proposed method with Object 1 

Sculpture  

Source: Own Elaboration 

 

 
 

Figure 5 Results of proposed method with Object 2 Ozono 

Box  

Source: Own Elaboration 

 

 
 

Figure 6 Results of proposed method with Object 3 

Koblenz Box  

Source: Own Elaboration 

 

 
 

Figure 7 Results of proposed method with Object 4 Pillar  

Source: Own Elaboration 
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Figure 8 Results of proposed method with Object 5 

Hippopotamus  

Source: Own Elaboration 

 

 
 

Figure 9 Results of the image processing approach for 

texture enhancement. a) Reconstructed model with initial 

texture. b) Reconstructed model after texture enhancement  

Source: Own Elaboration 

3.2 Evaluation of textured models 

 

A non-reference visual quality index (Crété-

Roffet et al., 2007) is used for evaluating the 

quality of the textures quantitatively. The 

enhanced textures are converted into grayscale 

images and then evaluated using the visual 

metric, resulting in a score from 0 to 1. A lower 

value indicates the image is sharper, and a higher 

value that the image is blurrier. As can be 

observed in Table 1, after using image 

processing algorithms for the texture 

enhancement the visual quality index of the 

textures improved in all models. 

 
 Original  texture 

(blur effect) 

Enhanced texture 

(blur effect) 

Object 1 0.31715476 0.28563593 

Object 2 0.33325025 0.29602264 

Object 3 0.32718573 0.29232520 

Object 4 0.31324932 0.28720994 

Object 5 0.32300263 0.28698927 

 

Table 1 Visual quality index for original textures and 

enhanced textures  

Source: Own Elaboration 

 

4. Conclusions 

 

This work proposes a method for generating 

textured models of rigid objects. The proposed 

method considers stages for point cloud 

generation from RGB-D images, surface 

generation and refinement, and texture mapping 

and enhancement. In the experimentation, it was 

possible to obtain an acceptable reconstruction 

in most of the test models, except for Object 4 

Pillar, which is too small. The results showed 

that employing image processing algorithms for 

image enhancement allows improving the 

appearance of the textures of the reconstructed 

models based on the visual quality index used. 

 

Obtaining an improved appearance for 

the reconstructed models will speed up the 

production of digital objects in applications 

where the visual appearance plays a more 

important role than their geometry, reducing the 

cost and time of reconstruction compared to 

methods that require human intervention. 

 

As future work, we envisage the use of 

different techniques based on Deep Learning for 

image enhancement, including deblurring and 

super-resolution techniques, which allow for 

comparison of the results and look for more 

improvements in the visual quality of the 

reconstructed 3D models.  
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