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Abstract 

 

This work proposes the implementation of minimum 

cross-entropy thresholding based on the aquila optimizer 

(MCE-AO) for the segmentation of base images and 

support to visually differentiate the different tissues 

present in the region. As an alternative to segmentation, 

the energy curve of the images was used, the energy curve 

has interesting properties, since it considers the spatial 

contextual information of each image and not only the 

intensity of the pixel as the histogram does, and in contrast 

to the histogram, the energy curve seems to be smoother 

by preserving the valleys and peaks. A comparison was 

made between the results calculated by the Aquila 

optimizer algorithm histograms of each image and the 

energy curve calculated for each image, showing 

considerable improvements in mean fitness. The quality of 

the segmented images was evaluated with the PSNR, 

SSIM and FSIM metrics, with the histogram and the 

energy curve, and a comparison of each of the results was 

made, showing improvement in the quality of the images 

segmented with the energy curve. 

 

 

Aquila optimizer, Digital images segmentation, Energy 

curve 

Resumen 

 

En este trabajo se propone la implementación de la 

umbralización de entropía mínima cruzada basada en el 

optimizador de aquila (MCE-AO) para la segmentación de 

imágenes base y el apoyo para diferenciar visualmente los 

distintos tejidos presentes en la región. Como alternativa a 

la segmentación, se utilizó la curva de energía de las 

imágenes, la curva de energía tiene propiedades 

interesantes, ya que considera la información contextual 

espacial de cada imagen y no sólo la intensidad del píxel 

como lo hace el histograma, y en contraste con el 

histograma, la curva de energía parece ser más suave al 

preservar los valles y picos. Se realizó una comparación 

entre los resultados calculados por los histogramas del 

algoritmo optimizador Aquila de cada imagen y la curva 

de energía calculada para cada imagen, mostrando mejoras 

considerables en la aptitud media. La calidad de las 

imágenes segmentadas se evaluó con las métricas PSNR, 

SSIM y FSIM, con el histograma y la curva de energía, y 

se realizó una comparación de cada uno de los resultados, 

mostrando una mejora en la calidad de las imágenes 

segmentadas con la curva de energía. 

 

Optimizador aquila, Segmentación de imágenes 

digitales, Curva de energía
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Introduction 

 

This paper intends to check the efficiency of the 

Aquila optimization algo- rithm (AO) in 

comparison with other similar optimization 

algorithms, and to threshold several images with 

the help of the minimum cross-entropy calcula- 

tion (MCE), in a second phase it is intended to 

replace the histogram of each and every image 

by the energy curve and verify again the 

efficiency of the AO algorithm and the 

thresholding of the images. 

 

Image segmentation provides important 

support for pre-processing tech- niques, as it 

allows the division of consistent, non-

overlapping areas of the image, where specific 

attributes such as shape, intensity or texture are 

shared. Seg- mented brain magnetic resonance 

imaging has been extensively studied, taking 

into account that accurate segmentation can 

support the identification of dis- eases such as 

Alzheimer’s, dementia or multiple sclerosis 

Simu & Lal (2017). 

 

Image segmentation can be classified 

into thresholding techniques, clustering 

approaches, region methods and modelbased 

techniques Hinojosa et al. (2018) Hiralal & 

Menon (2016). Thresholding is a simple image 

segmentation method- ology yet powerful and 

efficient used to separate or distribute pixels into 

various regions on a given image by setting 

different thresholds values (th) along the 

intensity histogram. Thresholding is classified 

according to the number of th, as bilevel or 

multilevel (BTH and  MTH,  respectively).  

MTH  consists  of  dividing the image using 

multiple threshold values to separate the image 

into several classes or thresholds. As the 

thresholds increase, so does the computational 

complexity, therefore, efficient selection on the 

number of thresholds is impor- tant Sezgin & 

Sankur (2004). Several studies have been 

proposed determining the optimal th values to 

implement.  Such  as  the  work  proposed  by  

Kittler and Illingworth Kittler Illingworth  

(1986) Kittler  &  Illingworth  (1986),  Abu- 

taleb (1989) Pal (1996) Otsu (1979).  

 

 

 

 

 

 

Methods that have implemented entropy 

have been widely adopted by the image 

processing research community, as it has proven 

to be very efficient for image segmentation 

Oliva et al. (2019) Du et al. (2006), and is 

typically referred to as the minimum cross-

entropy criterion (MCE) Li & Lee (1993). MCE 

can determine a set of thresholds by minimizing 

the cross-entropy from an image’s histogram. 

However, MCE is only an entropic criterion, not 

a complete methodology for thresholding. MCE 

can support an exhaustive search and evaluation 

of possible combinations of thresholds, but this 

is impractical. However, to alleviate the 

computational burden, stochastic opti- mization 

algorithms (SOA) are often applied. SOAs rely 

on stochasticity to help their operatorsfind 

optimal solutions in reasonable times. Multiple 

approaches employing randomization are found 

in the literature. Some examples of SOAs 

applied to the multilevel thresholding of images 

in Khairuzzaman Chaudhury (2017) 

Khairuzzaman & Chaudhury (2017) Tang et al. 

(2011) Miller & Goldberg (1995) Avcibas et al. 

(2002) Liu et al. (2015). 

 

Histogram-based thresholding is one of 

the most used approaches for image 

segmentation. There have been efforts to 

incorporate contextual informationinto the 

thresholding process. Some of the most relevant 

approaches incorporate the spatial information 

into the segmentation Ghosh et al. (2007). It was 

recently coupled with the Cuckoo Search 

algorithm Pare et al. (2016) and later extended 

with the use of a grey-level co-occurrence Pare 

et al. (2017). The Energy func- tion (EF) 

calculates the energy of each level and intensity 

of each pixel taking into account position and 

proximity. The EF generates the energy curve 

which has the same characteristics as the 

histogram. Each energy curve contains some 

peaks, and in this case, it can be separated 

according to a number of modes Pare et al. 

(2016). Therefore it is possible to find a 

threshold in a valley between two nodes Cheng 

et al. (2002).  In related literature, the use of CS 

with EF was proposed to establish image 

segmentation Pare et al. (2016). Meanwhile, in 

[44], the segmentation approach using GA to 

find thresholds and printing with the energy 

curve is addressed in Patra et al. (2014).  
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Among the multilevel thresholding 

techniques, most of them focus on histogram-

based thresholding which is very efficient for 

bilevel thresholding, however it is not fully 

effective for selecting the spatial contextual 

information of the images and determining the 

optimal thresholds. 

 

Pare implements the cuckoo search (CS) 

and egg-laying radius cuckoo search (ELR-CS) 

optimization algorithms with different parameter 

analysis to solve the color image multilevel 

thresholding problem using the energy curve 

generated by the energy function Pare et al. 

(2016), Kandhway Srikanth & Bikshalu (2021), 

propouse the optimal thresholding based on 

spatial contextbased multilevel en- ergy curves 

for image segmentation using soft computing 

techniques Srikanth & Bikshalu (2021), Patra 

proposes the context-sensitive multilevel 

moralization for image segmentation by means 

of genetic algorithms Patra et al. (2014), in spite 

of the previous works, in the present work a 

direct comparison was made between the results 

of the thresholding of eleven base images by 

means of seven optimization algorithms, in the 

first instance based on the histogram of each im- 

age and later the energy curve of all the images 

was generated to make a direct comparison of all 

the results found with both spectra, noting the 

improvement of the results when using the 

energy curve. 

 

In this paper we present the thresholding 

of images but replacing the his- togram by an 

energy function to determine the energy curve of 

each image, which takes into account the spatial 

contextual information of each image. To 

generate the optimal thresholding of each image, 

the histogram of the images is replaced by the 

energy curve generated for each of the images. 

Additionally we propose a novel method based 

on the Aquila Optimization algorithm AO in 

convination with minimum cross-entropy multi-

level segmentation (MCE-AO) Abualigah et al. 

(2021a). The MCE-AO employs the cross-

entropy as its fitness function and the AO 

capabilities to deal with multimodal functions to 

search for the optimal solution to the multi-level 

segmentation from histogram base images,  the 

energy curve from base images is generated by 

the energy func- tion to search the best multi-

level segmentation, an compare both results.  

 

 

The Minimum Cross Entropy Aquila 

Optimization Algorithm (MCE-AO) presents 

competitive results in comparison with the 

optimization algorithms Sunflower Optimizer 

Yuan et al. (2020), Particle Swam Optimization 

Oliva et al. (2019), Differential Evolution Storn 

Price (1997) Storn & Price (1997), Houssein et 

al. (2020), Arithmetic Optimization Algorithm 

Abualigah et al. (2021a), Harmony Search Yang 

(2009) when implemented with 2,4,5,8,16 and 

32 thresholds the results are presented, based on 

the mean fitness and standard deviation from 

each algorithm. Multilevel thresholding based 

on the histogram only takes into account the 

frequency of occurrence of a certain intensity 

level, but does not take into account all spatial 

information. 

 

Taking contextual information into 

account can help to improve the quality of the 

segmentation of an image, since in this way not 

only the pixel value is taken into account, but 

also the proximity is taken into account. By 

taking the energy curve into account, the spatial 

information is brought to a curve with the same 

properties as the histogram. The same seven 

computational optimization algorithms were 

implemented as in the previous chapter, but 

instead of using the histogram, the energy curve 

of each of the base images was calculated and 

based on the energy curve, the mean fitness of 

each image and the standard deviation were 

obtained, where a considerable improvement can 

be observed in comparison with the histogram. 

We present the comparison of results between 

the implementation of the algorithms to the 

histograms of the base images and the results 

when implementing the algorithms to the energy 

curve of each of the base images, We can see that 

when implementing the energy curve to the 

algorithms the results of multilevel segmentation 

improves considerably. 

 

Aquila optimizer 

 

The Aquila Optimizer Algorithm (AO) 

simulates Aquila´s behavior during hunting in 

which showing the actions of each step of the 

hunt. AO algorithm are represented in four 

methods. Selecting the search space by high soar 

with the vertical stoop, exploring within a 

diverge search space by contour flight with short 

glide attack, exploiting within a converge search 

space by low flight with slow descent attack, and 

swooping by walk and grab prey Abualigah et al. 

(2021b).  
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The AO algorithm can transfer from 

exploration steps to exploitation steps using 

different behaviors based on this condition ift ≤

 (
2

3
)  ×  𝑇 

 

Expanded exploration X1 
 

Aquila recognizes the prey area and selects the 

best hunting area by high soar with the vertical 

stoop. AO widely explore from high soar to 

determine the area of the search space, where the 

prey is. This behavior is mathematically 

presented as in Eq.1 

 

𝑋1(𝑡 + 1) = 𝑋𝑏𝑒𝑠𝑡(𝑡) × (1 −
𝑡

𝑇
) + (𝑋𝑀(𝑡) − 𝑋𝑏𝑒𝑠𝑡(𝑡) ∗ 𝑟𝑎𝑛𝑑)  (1) 

 

Where, X1 (t + 1) is the solution of the 

next iteration of t, which is generated by the first 

search method (X1). Xbest (t) is the best obtained 

solution until tth iteration, this reflects the 

approximate place of the prey. This equation 

is used to control the expanded search 

(exploration) through the number of iterations. 

XM (t) denotes to the locations mean value of the 

current solutions connected at tth iteration, which 

is calculated using Eq. 2. rand is a random value 

between 0 and 1. t and T present the current 

iteration and the maximum number of iteration, 

respectively. 

 

𝑋𝑀(𝑡) =
1

𝑁
∑ 𝑋𝑖(𝑡)𝑁

𝑖=1 , ∀𝑗 = 1,2, … , 𝐷𝑖𝑚       (2) 

 

Where, Dim is the dimension size of the 

problem and N is the number of candidate 

solution (population size). 

 

Narrowed exploration (X2) 

 

When the prey area is found from a high soar, 

the Aquila circles above the target prey, prepares 

the land, and then attacks. AO narrowly explores 

the selected area of the target prey in preparation 

for the attack. Behavior is mathematically 

presented as in Eq. 3 

 

X2 (t + 1) = Xbest (t) × Levy (D) + XR (t) + (y − x) ∗ rand         (3) 

 

Where X2 (t + 1) is the solution of the next 

iteration of t, which is generated by the second 

search method (X2). D is the dimension space, 

and Levy(D) is the levy flight distribution 

function, which is calculated using Eq. 4. XR(t) 

is a random solution taken in the range of [1N] 

at the ith iteration. 

𝐿𝑒𝑣𝑦(𝐷) = 𝑠 ×
𝑢×𝜎

|𝑣|
1
𝛽

                                     (4) 

 

Where s is a constant value fixed to 0.01, 

u, and are random numbers between 0 and 1. σ is 

calculated using Eq. 5 

 

𝜎 = (
Γ(1+𝛽)×𝑠𝑖𝑛𝑒(

𝜋𝛽

2
)

Γ(
1+𝛽

2
×𝛽×2(

𝛽−1

2
))

)   (5) 

 

Where β is a constant value fixed to 1.5. 

In Eq. 1 y and x are used to present the spiral 

shape in the search, which are calculated as 

follows. 

 

y = r × cos(Θ)   (6) 

 

y = r × sin(Θ)  (7) 

 

Where: 

 

r = r1 + U × D1      (8)  

 

Θ = −ω × D1 + Θ1      (9) 

 

               (10) 

 

r1 takes a value between 1 and 20 for 

fixed the number of search cycles, and U is a 

small value fixed to 0.00565. D1 is integer 

numbers from 1 to the length of the search space 

(Dim), and ω is a small value fixed to 0.005. 

 

Expanded exploitation (X3) 

 

The prey area is specified accurately, and the 

Aquila is ready for landing and attack, the Aquila 

descends vertically with a preliminary attack to 

discover the prey reaction. AO exploits the 

selected area of the target to get close of prey and 

attack. This behavior is mathematically 

presented as in Eq. 11. 

 

X3(t+1) = (Xbest (t) − XM (t)) × α – rand + ((UB−LB) × rand + LB) ×δ (11) 
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Where X3(t+1) is the solution of the next 

iteration of t, which is generated by the third 

search method (X3). Xbest(t) refers to the 

approximate location of the prey until ith iteration 

(the best obtained solution), and XM(t) denotes to 

the mean value of the current solution at tth 

iteration, which is calculated using Eq. 2. rand is 

a random value between 0 and 1. α and δ are the 

exploitation adjustment parameters fixed in this 

paper to a small value (0.1). LB denotes to the 

lower bound and UB denotes to the upper bound 

of the given problem. 

 

Narrowed exploitation (X4) 

 

Aquila got close to the prey, the Aquila attacks 

the prey over the land according to their 

stochastic movements. This method called walk 

and grab prey, AO attacks the prey in the last 

location. This behavior is mathematically 

presented as in Eq. 12. 

 

X4(t+1) = QF×Xbest(t)−(G1×X(t)×rand)−G2×Levy(D)+rand×G1      (12) 

 

Where X4(t+1) is the solution of the next 

iteration of t, which is generated by the fourth 

search method (X4) QF denotes to a quality 

function used to equilibrium the search 

strategies, which is calculated using Eq. 13. G1 

denotes various motions of the AO that are used 

to track the prey during the elope, which is 

generated using Eq. 14. G2 presents decreasing 

values from 2 to 0, which denote the flight slope 

of the AO that is used to follow the prey during 

the elope from the first location (1) to the last 

location (t), which is generated using Eq. 15. X(t) 

is the current solution at the tth iteration. 

 

𝑄𝐹(𝑡) = 𝑡
2×𝑟𝑎𝑛𝑑−1

(1−𝑇)2    (13) 

 

G1 = 2 × rand − 1   (14) 

 

𝐺2 = 2 × (1 −
𝑡

𝑇
)  (15) 

 

QF(t) is the quality function value at the 

tth iteration, and rand is a random value between 

0 and 1. t and T present the current iteration and 

the maximum number of iteration, respectively. 

Levy(D) is the levy flight distribution function 

calculated using Eq. 4. 

 

 

 

 

Image segmentation and minimum cross-

entropy 

 

The concept of entropy was propocesd by 

Kullback Kullback (1997) considering two 

probability distributions J = {j1,j2,...,jN} and G = 

{g1,g2,...,gN} of the same set; then, the 

information-theoretic distance measured 

between J and G is called cross entropy or 

divergence: 

 

The basic idea of image thresholding is 

to select threshold values that would separate 

regions properly over an image. Statistic tools 

can be applied to clearly separate different 

classes over the shape of a distribution. One tool 

is the parametric criterion based on the cross-

entropy Kullback (1997). Cross-entropy takes 

two distribution J = {j1,j2,...,jN} and G = 

{g1,g2,...,gN} over the same set and calculates 

 

D(J, G)  =   ∑ 𝑗𝑖
N
i = 1    log

𝑗𝑖

𝑔𝑖
             (16) 

 

Li and Lee Li & Lee (1993) took 

inspiration in the concept of cross-entropy from 

information theory, and they applied it into a 

binary segmentation problem. The Minimum 

Cross Entropy (MCET) problem takes the 

histogram from an image and divides it into 

subsets. Cross-entropy is calculated for those 

subsets. The objective was to find the best set of 

thresholds that minimize the cross-entropy of 

such partition. In the case of a grayscale 8-bit 

digital image, the pixel values range from 0 to 

255, where the maximum value 255 is 

represented as L. Then, a threshold value th 

segments an image as 

 

𝐼𝑡(𝑥, 𝑦) = {
𝜇(1, 𝑡ℎ), 𝐼(𝑥, 𝑦) < 𝑡ℎ,

𝜇(𝑡ℎ, 𝐿 + 1), 𝐼(𝑥, 𝑦) ≥ 𝑡ℎ,
              (17) 

 

where 

  
𝜇(𝑎, 𝑏) = ∑ 𝑖ℎ𝐺𝑟(𝑖)/𝑏−1

𝑖=𝑎 ∑ ℎ𝐺𝑟(𝑖)𝑏−1
𝑖=𝑎             (18) 

 

Expression can be rewritten in the form 

of an objective function: 

 

𝑓𝐶𝑟𝑜𝑠𝑠(𝑡ℎ) =  ∑ 𝑖ℎ𝐺𝑟(𝑖) log (
𝑖

μ(1,𝑡ℎ)
) +𝑡ℎ−1

𝑖=1 ∑ 𝑖ℎ𝐺𝑟(𝑖) log (
𝑖

μ(𝑡ℎ,𝐿+1)
)𝐿

𝑖=𝑡ℎ      (19) 
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The Minimum Cross Entropy was 

designed to address a single threshold value that 

partitions the histogram into two classes. Most 

scenes require more than two classes to segment 

the image properly. To address this issue, the 

MCET problem is transformed into a multilevel 

formulation as: 

 

𝑓𝐶𝑟𝑜𝑠𝑠(𝑡ℎ) = ∑ 𝑖ℎ𝐺𝑟(𝑖) log(𝑖) −𝐿
𝑖=1 ∑ 𝑖ℎ𝐺𝑟(𝑖) log(μ(1, 𝑡ℎ)) −𝑡ℎ−1

𝑖=1 ∑ 𝑖ℎ𝐺𝑟(𝑖) log(μ(𝑡ℎ, 𝐿 + 1))𝐿
𝑖=𝑡ℎ       (20) 

 

Multilevel of the Minimum Cross 

Entropy, takes a set of k thresholds in the form 

of a vector th = [th1,th2,...,thk]. 

 

𝑓𝐶𝑟𝑜𝑠𝑠(𝒕𝒉) = ∑ 𝑖ℎ𝐺𝑟(𝑖) log(𝑖) −𝐿
𝑖=1 ∑ 𝐻𝑖

𝑛𝑡
𝑖=1        (21) 

 

Where q corresponds to the Entropies 

and thresholds to calculate. 

 

𝐻1 = ∑ 𝑖ℎ𝐺𝑟(𝑖) log(μ(1, 𝑡ℎ1))
𝑡ℎ1−1
𝑖=1             (22) 

 

𝐻𝑞 = ∑ 𝑖ℎ𝐺𝑟(𝑖) log (μ(𝑡ℎ𝑞−1, 𝑡ℎ𝑞))
𝑡ℎ𝑞−1

𝑖=𝑡ℎ𝑞−1
, 1 < 𝑞 < 𝑘    (23) 

 

𝐻𝑘 = ∑ 𝑖ℎ𝐺𝑟(𝑖)𝑙𝑜𝑔 (μ(𝑡ℎ𝑞 , 𝐿 + 1))𝐿
𝑖=𝑡ℎ𝑘

     (24) 

 

Several segmentation techniques are 

available as the results of decades of research. 

Among the developed techniques, the 

thresholding approach is the most simple, robust, 

and accurate of all of them Hammouche et al. 

(2010) Sezgin & Sankur (2004). 

 

Minimum cross-entropy by AO 

 

The proposed MCE-EC approach is described 

for the segmentation of digital base images from 

a data set of eleven. The key elments of the 

proposed algorithm are illustrated in the next 

subsections. 

 

Problem formulation 

 

The proposed approach takes a multilevel 

thresholding approach for segmentation, where a 

digital image is analyzed in terms of pixel 

intensity to partition the image’s energy curve 

into a finite number of classes. The partition is 

defined as a set of threshold values along with 

the energy curve. The Aquila Optimizer (AO) is 

used to propose candidate configurations of 

segmentations, while the Minimum Cross-

Entropy (MCE) criteria is used to determine if 

such arrangement is adequate.  

MCE and AO work together to find 

optimal threshold values that can segment an 

image with results through an iterative process. 

 

The minimum cross-entropy 

thresholding can be stated as an optimization 

problem given by 

 

Subjectto  th ∈ X              (25) 

 

argminth   fCross (th)              (26) 

 

Where corresponds to the MCE 

formulation of Eq 21. The set of restrictions for 

the feasible space is given by the possible 

intensity values of a pixel encoded in an 8-bit (0-

255) representation X = {th ∈ Rn|0 ≤ thj ≤ 255, j 

= 1,2,...,n} 

 

Encoding 

 

In the context of stochastic optimization 

algorithms, the encoding used for the 

representation of a solution is important. In AO, 

the optimization start the improvement 

procedures by generating a random predefined 

set of candidate solutions, called population. 

Through the trajectory of repetition, the search 

strategies of the AO explore the reasonable 

positions of the near-optimal solution or the best 

obtained solution. Each solution updates its 

positions according to the best-obtained solution 

by the optimization processes of the AO. Finally, 

the search process of the AO is terminated when 

the end criterion is met. 

 

Energy curve 

 

Energy curve from an image provides an 

alternative to the histogram-based segmentation. 

Energy curve has alternative properties such as 

it considers spatial information of the image and 

not just the intensity of the pixel. As the 

histogram, energy curves seem to be smoother, 

preserving valleys and peaks. Image 

thresholding technique consists of search the 

corresponding threshold values in the middle of 

the valley regions from the energy curve. Every 

valley exists between two adjacent modes, and 

each mode characterizes an object present in the 

image. A digital image I used can be defined as 

a matrix I = {lij,1 ≤ i ≤ m,1 ≤ j ≤ n} of size m × n 

where lij denotes the gray level of the image I at 

the pixel (i,j).  
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The maximum value of the gray intensity 

of the image I is denoted as L. A neighborhood 

N of order d at given position (i,j) is used 𝑁𝑖𝑗
𝑑 =

{(𝑖 + 𝑢, 𝑗 + 𝑣), (𝑢, 𝑣)ϵ𝑁𝑑}. Value of d 

determines the configuration that the 

neighborhood system takes Ghosh et al. (2007). 

 

Recently, the energy curve was 

introduced to incorporate spatial information 

into the thresholding method Ghosh et al. (2007) 

Patra et al. (2014) 

 

Accurate selection of thresholding values 

generates good segmentation results. The energy 

of the image I at gray intensity value I (0 ≤ l ≤ L) 

is calculated by generating a two-dimensional 

matrix for every intensity value as Bl = {bi,j,1 ≤ i 

≤ m,1 ≤ j ≤ n} where bi,j = 1 if the intensity at the 

current position is greater than l the intensity 

value (li,j > l), or else bi,j = −1 Gray intensity 

value l is computed as: 

  
𝐸𝑙 = − ∑ ∑ ∑ 𝑏𝑖𝑗𝑝𝑞𝜀𝑁𝑖𝑗

2
𝑛
𝑗=1

𝑚
𝑖=1 ⋅ 𝑏𝑝𝑞 + ∑ ∑ ∑ 𝐶𝑖𝑗𝑝𝑞𝜀𝑁𝑖𝑗

2
𝑛
𝑗=1

𝑚
𝑖=1 ⋅ 𝐶𝑝𝑞 (26) 

 

The right side of the equation Eq. 26 s a 

fixed term devoted to assuring a positive energy 

value El ≥ 0. A quick look at Eq. 26 shows that 

for a given image I at intensity value l will be 

zero if all the elements of the binary image Bl are 

either 1 or 1. This approach determinates the 

energy associated to every intensity value of the 

image to generate a curve considering spatial 

contextual information of the image. Oliva et al. 

(2018) 
 

   

(i-1, j-1) (i-1, j) (i-1, j+1) 

(i, j-1) (i, j) (i, j+1) 

(i+1, j-1) (i+1, j) (i+1, j+1) 

 

Table 1 The spatial representation of the neighborhood 

system N2 

 

Experiments 
 

This section presents the experiments conducted 

to appraise the effectiveness of the Aquila 

Optimizer and improvement of the thresholding 

performance by replacing the histogram of each 

image with the energy curveOliva et al. (2018). 

 

 

 

 

 

 

First group of experiments examines the 

mean fitness and standard deviation results of 

the first experimental dataset that combines 

eleven well-known benchmark images 

(Cameraman, Lenna, Baboon, Man, Jet, 

Peppers, Living Room, Blonde, Walk Bridge, 

Butterfly and Lake) using the histogram from 

each image and after using energy curveOliva et 

al. (2018) of each base image. 

 

These seven metaheuristic algorithms 

were selected to perform the experiments and 

apply it to eleven base images. 

 

- Sunflower Optimization (SFO) Gomes et 

al. (2019) Yuan et al. (2020) 

 

- Particle Swarm Optimization (PSO) 

Kennedy & Eberhart (1995) Maitra 

- & Chatterjee (2008) 

 

- Differential Evolution (DE) Storn & Price 

(1997) Cuevas et al. (2010) 

 

- Levy Flight Distribution (LFD) Houssein 

et al. (2020) 

 

- Arithmetic Optimization Algorithm 

(AOA) Abualigah et al. (2021a) Khatir et 

al. (2021) 

 

- Harmony Search (HS) Yang (2009) 

Mahdavi et al. (2007) 

 

- Aquila Optimizer (AO) Abualigah et al. 

(2021b) 

 

All these optimization algorithms employ 

the Minimum Cross-Entropy (MCE) as the 

fitness functionLi & Lee (1993). 

 

Experiments were performed with 

MATLAB R2018a at a 2.4 GHz Intel Core i5 

CPU with a RAM memory of 12 GB. 

 

Regarding the experiments, the threshold 

levels to search on each group of images are nt = 

2, 3, 4, 5, 8, 16 and 32 values using minimum 

cross entropy function Li & Lee (1993) to 

segment base images. The reason these 

thresholds were chosen was because the 

performance of the algorithms is substantially 

affected as the number of thresholds increases, 

especially with 16 and 32 thresholds. 
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Figure 1 Eleven base image data set 

 
Algorithm Parameters Value 

Sunflower Optimization (SFO) Number of Sunflowers 60 

Number of Experiments 30 

Pollination Values 0.05 

Mortality Rate, Best 

Values 

0.1 

Survival Rate 1-(p+m) 

Iterations/Generations 1,000 

Particle Swarm Optimization (PSO) Social coefficient 2 

Cognitive coefficient 2 

Velocity clamp 2 

Maximum inertia value 0.2 

Minimum inertia value 0.9 

Differential Evolution (DE) Crossover Rate 0.5 

Number of Experiments 30 

Scale Factor 0.2 

Levy Flight Distribution (LFD) Max Iteration 1,000 

searchAgents no 35 

Arithmetic Optimization Algorithm 

(AOA) 

Materials Number 30 

Max Iteration 1,000 

Optimization functions 2, 6 

Harmony Search (HS) MaxAttempt 1,000 

Length of solution vector 20 

HM Accepting Rate 0.95 

Pitch Adjusting rate 0.4 

Aquila Optimizer (AO) Solution Number 30 

Max Iteration 1,000 

 

Table 2 Parameters settings of the algorithms. 

 

Results from metaheuristic algorithms 

from Base Images Histogram 
 

In this subsection, the aforementioned 

optimization algorithms were implemented to 

threshold and generate the fitness mean and 

standard deviation of the eleven base images, 

each of the algorithms used the histogram from 

base images to generate mean fitness and 

Standard Deviation as results. It can be observed 

that the Aquila Optimizing Algorithm 

outperformed the other six algorithms on mean 

fitness. In the related literature, the search for the 

optimal threshold value focuses on a maximum 

of 5 levels, since an increment in the number of 

thresholds to search tends to raise the 

computational complexity for each test 

Rodriguez-Esparza et al. (2020). 

 

 

 

 
 

Table 3 Fitness mean and standard deviation implemented 

on base test images histogram 
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Results from metaheuristic algorithms from 

Base Images Energy Curves 

 

In this subsection, the aforementioned 

optimization algorithms were implemented to 

threshold and generate the fitness mean and 

standard deviation from the eleven base images, 

as same in the last chapter, but in this subsection 

were use the curve energy from each image to 

obtain and compare result as well with the 

histogram that is the common technique on this 

practice. 

 

By using the energy curve to obtain the 

same data as with the histogram, we can observe 

that advantage of the Aquila Optimizing 

Algorithm prevails and even increases compared 

to the other algorithms results. 
 

 
 

Figure 2 Camera Man segmented with AO 2,3,4,5,8 and 

16 thresholds 

 

 

 

 
 

Table 4 Fitness mean and standard deviation with base test 

images energy curve 
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Table 5 Fitness mean and standard deviation with base test 

images histogram vs energy curve 

 

Evaluating image quality 

 

The quality of an image after being processed 

can be evaluated objectively and subjectively. 

The objective analysis involves numerical 

measures with or without references, with the 

reference being often called ground truth. Many 

approaches use no-reference quality metrics 

such as PSNR, SSIM, and FSIM. 

 

PSNR 

 

The Peak Signal to Noise Ratio (PSNR) 

estimates the ratio of distortion noise that occurs 

over a power signal Avcibas et al. (2002). PSNR 

is typically used to assess the quality of an image 

after being processed; it works by taking the 

original image and comparing its processed 

(distorted) counterpart on a logarithmic scale. A 

higher PSNR value indicates higher quality. The 

PSNR is computed as follows: 

  

𝑃𝑆𝑁𝑅 = 20𝑙𝑜𝑔10 (
255

𝑅𝑀𝑆𝐸
) , (𝑑𝐵)      (27) 

 

𝑀𝑆𝐸 =  √
∑ ∑ (𝐼𝐺𝑟(𝑖,𝑗)−𝐼𝑡ℎ(𝑖,𝑗))𝑐𝑜

𝑗=1
𝑟𝑜
𝑖=1

𝑟𝑜 ×𝑐𝑜
  (28) 

 

SSIM 

 

The Structural Similarity Index Method (SSIM) 

is also a no-reference quality metric such as the 

PSNR. SSIM takes the concept of human 

perception into account. Image distortion is 

modeled after changes in structural information 

Wang et al. (2004). The structures considered 

are the luminance, contrast, and structure in the 

form of correlation between the original image 

and the modified version. The SSIM value goes 

from 0 to 1, where a higher SSIM value indicates 

higher quality. The SSIM is calculated using the 

next equations: 
  

𝑆𝑆𝐼𝑀 (𝐼𝐺𝑟, 𝐼𝑡ℎ) =  
(2𝜇𝐼𝐺𝑟

𝜇𝐼𝑡ℎ
+ 𝐶1)(2𝜎𝐼𝐺𝑟

𝜎𝐼𝑡ℎ
+𝐶2)

(𝜇𝐼𝐺𝑟
2 + 𝜇𝐼𝑡ℎ

2 +𝐶1) (𝜎𝐼𝐺𝑟
2 +𝜎𝐼𝑡ℎ

2 +𝐶2)
 (29) 

 

𝜎𝐼0𝐼𝐺𝑟
=  

1

𝑁−1
∑ (𝐼𝐺𝑟𝑖

+𝑁
𝑖=1 𝜇𝐺𝑟)(𝐼𝑡ℎ𝑖

+ 𝜇𝐼𝑡ℎ
)        (30) 

 

Where µIGr and µIth are the mean value of 

the original and the umbralized image 

respectively, for each image the values of σIGr 

and σIth corresponds to the standard deviation. 

C1 and C2 are constants used to avoid the 

instability when 0, 

experimentally in both values are C1=C2=0.065. 

 

FSIM 

 

The Feature Similarity Index Method (FSIM) 

compares the original image against the 

processed one by considering features present on 

an image. A feature is a region of an image that 

contains interesting properties. Some examples 

of features are edges and corners. Since features 

are essential to understanding what is 

represented in an image. The FSIM works by 

finding features using two traditional methods; 

phase congruency (PC) and gradient magnitude 

(GM) Zhang et al. (2011). The FSIM value goes 

from 0 to 1, where a higher FSIM value indicates 

higher quality. The FSIM is obtained by: 

 

𝐹𝑆𝐼𝑀 =
∑ 𝑆𝐿(𝑤)𝑃𝐶𝑚(𝑤)𝑤∈Ω

∑ 𝑃𝐶𝑚(𝑤)𝑤∈Ω
             (31) 

 

where Ω denotes the domain of the image 
 

𝑆𝐿(𝑤) = 𝑆𝑃𝐶(𝑤)𝑆𝐺(𝑤)                   (32) 
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𝑆𝐺(𝑤) =
2𝐺1(𝑤)𝐺2(𝑤)+𝑇2

𝐺1
2(𝑤)+𝐺2

2(𝑤)+𝑇2
    (33) 

 

𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2                 (34) 

 

𝑃𝐶(𝑤) =
𝐸(𝑤)

(ε+∑ 𝐴𝑛(𝑤)𝑛 )
               (35) 

 

Segmentation quality 

 

The information in the table 4 indicates that AO 

algorithm outperforms its counterparts in terms 

of fitness function with base images. However, 

in this type of work, an evaluation not associated 

with fitness performance is required. Segmented 

image quality is assessed by using the three non-

reference metrics described, PSNR (Peak Signal 

to Noise Ratio), SSIM (Structural Similarity 

Index Method) and FSIM (Feature Similarity 

Index Method). In the above three metrics, a 

high value indicates a higher quality 

segmentation. Figure 3 shows a graphical 

comparison of the PSNR value of Brain MRI, 

with each of the counterpart algorithms of the 

tests represented as seven groups along the 

horizontal axis. In each group, the mean PSNR 

value was taken for all MRIs considering thirty 

runs for each of the algorithms and for each 

given number of thresholds (color-coded). The 

AO algorithm outperforms the other approaches 

at all thresholds considered. 

 

Figure 4 shows the graphical comparison 

from the PSNR value of the base images, but in 

this case comparison is of the data obtained with 

the energy curve and in contrast with the data 

obtained from the traditional histogram, where 

as in the previous graph, thirty runs of each 

algorithm were taken for all the mean values of 

PSNR. It is possible to observe the superiority in 

quality when the values of the energy curve were 

taken.The graphical comparison in the Fig. 4, 6 

and 8 show the better metrics from AO algorithm 

when using the energy curve versus the 

histogram of the base images. 

 

 
 

 
 

Figure 3 Comparative Algorithms PSNR Energy Curve 

 

 
 

Figure 4 Comparative AO PSNR Energy Curve vs 

Histogram  

 

 
 

Figure 5 Comparative Algorithms SSINV Energy Curve 

 

 
 

Figure 6 Comparative AO SSIMV Energy Curve vs 

Histogram 
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Figure 7 Comparative Algorithms FSIMV Energy Curve 

 

 
 

Figure 8 Comparative AO FSIMV Energy Curve vs 

Histogram 

 

Conclusions 

 

This paper presents a new MCE-AO approach 

designed to identify an optimal set of threshold 

values based on the energy curve of each of the 

baseline images and to properly segment them. 

The approach is based on the stochastic 

optimization algorithm called the aquila 

optimizer (AO) using minimum crossentropy as 

a nonparametric criterion. 

 

The relevance of the MCE-AO is 

evaluated by and designed to determine whether 

the AO works well for general purpose image 

segmentation by using and comparing the results 

generated from each image histogram and 

energy curve. The proposed MCE-AO was 

compared with other stochastic optimization 

variants, namely the Sunflower Optimization 

Algorithm (SFO), Particle Swarm Optimization 

(PSO), Differential Evolution (DE), Levy Flight 

Distribution (LFD), Arithmetic Optimization 

Algorithm (AOA) and Harmony Search (HS). 

The proposed approaches were analyzed in 

terms of statistical significance with a post hoc 

test. 

 

 

The segmentation quality of images was 

analyzed using relevant objective quality 

metrics, such as peak signal-to-noise ratio 

(PSNR), structural similarity index measure 

(SSIM), and feature similarity index. The MCE-

AO provided robust results indicating its 

suitability for the task in terms of objective 

quality metrics. The MCE-AO was able to 

provide competitive and stable results compared 

to the other SOAs. In future work, the 

thresholding process could benefit from the 

inclusion of multidimensional Medical Magnetic 

Resonance Image information. 
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