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Abstract 

 

Depression is a common mental disorder and is on the rise 

worldwide according to the World Health Organization (WHO) 

around the world, has affected more than 322 million people, 

affecting mainly women than men, if this condition is not 

addressed in the most severe cases, it can lead people to suicide. 

Experts say that one of the best ways to prevent depression is to 

listen to the people who are close to them, social networks such 

as Twitter or Facebook are in a unique position to help these 

people to connect in real time in difficult situations, but also 

represents a potential risk to receive information that could later 

prove harmful. In this research we propose a model to optimize 

global time processing in detecting depression-related patterns 

on the social network Twitter. With the proposed methodology 

and with our results we demonstrate that the proposed model can 

be a good alternative when it comes to optimize the response time 

in this type of problems. 
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Resumen 

 

La depresión es un trastorno mental frecuente y está en aumento 

a nivel mundial de acuerdo con la Organización Mundial de la 

Salud (OMS) alrededor del mundo, ha afectado a más de 322 

millones de personas, afectando principalmente a la mujer que, 

al hombre, si este padecimiento no se atiende en los casos más 

graves, puede llevar a las personas al suicidio. Los expertos 

afirman que una de las mejores maneras de poder prevenir la 

depresión, es que escuchen a las personas que está cerca de ellos, 

las redes sociales como Twitter o Facebook están en una posición 

única de poder ayudar a estas personas para conectarlas en 

tiempo real en situaciones difíciles, pero también representa un 

riesgo potencial a recibir información que posteriormente 

podrían resultar perjudicial. En esta investigación proponemos 

un modelo para optimizar el procesamiento de tiempo global en 

la detección de patrones relacionados con la depresión en la red 

social Twitter. Con la metodología propuesta y con nuestros 

resultados se demuestran que el modelo propuesto puede ser una 

buena alternativa cuando se trata de optimizar el tiempo de 

respuesta en este tipo de problemas. 
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Introduction 

 

Depression is a mental illness that affects the 

emotional balance of people. Its detection is 

given fundamentally by different patterns of 

behavior of the individuals who suffer from it. 

Every year more and more people around the 

world are diagnosed with depression, including 

many adolescents and young adults. The impact 

of psychosocial factors in the adolescent and 

young adult population can exacerbate the 

intensity of the illness and exponentially 

increase suicidal ideation, suicidal attempts and 

even success. 

 

Depression, according to the World 

Health Organization (WHO), is a common and 

treatable affective mental disorder, common in 

the world and characterized by changes in mood 

with cognitive and physical symptoms, and these 

can be of primary or secondary etiology when 

underlying diseases are found, such as cancer, 

cerebrovascular disease, acute myocardial 

infarction, diabetes, HIV, Parkinson's disease, 

eating disorders and substance abuse (World 

Health Organization, 2020). 

 

According to WHO, depression around 

the world has affected more than 322 million 

people, if this condition is not treated, in the 

worst case it can lead to suicide, which each year 

has about 800,000 people, since suicide is the 

second leading cause of death in the age group 

15-29 years. Although there are effective 

treatments for depression, more than half of 

those affected worldwide (and more than 90% in 

many countries) do not receive such treatments. 

Barriers to effective care include a lack of 

resources and trained health personnel, in 

addition to the stigmatization of mental disorders 

and inaccurate clinical assessment (WHO, 

2017). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Mexico, the National Institute of 

Statistics and Geography (INEGI) in the 

National Household Survey (ENH) 2017, shows 

that 31.96 million people aged 12 years and older 

have experienced a feeling of depression, which 

is equivalent to 3.17 million people of both sexes 

who reported feeling depressed on a daily basis, 

3. 72 million reported feeling depressed weekly; 

3.6 million reported feeling depressed once a 

month; while 21.39 million reported feeling 

depressed once a year, with this condition being 

more common among women with 60.34% of 

the total, equivalent to 19. 28 million, of which 

2.11 million women reported feeling depressed 

daily, 2.34 million reported feeling depressed 

weekly, 2.35 million reported feeling depressed 

monthly and 12.46 million reported feeling 

depressed once a year, and men with 39. 65% of 

the total, equivalent to 12.67 million, of which 

1.06 million men reported feeling depressed 

daily, 1.37 million reported feeling depressed 

weekly, 1.31 million reported feeling depressed 

monthly, and 8.92 million reported feeling 

depressed once a year (INEGI E. N., 2017). 

 

Adolescence is a critical stage for human 

growth, since it has important physiological and 

psychological changes, as they make young 

people vulnerable, not knowing how to cope 

with them. These changes produce great anxiety, 

confusion, and despair. When going through a 

stress of conflicting feelings, both for family 

problems, school or their own personality, 

causing them to make unwise decisions such as 

alcoholism, drugs and even suicide attempts.  

 

In addition, with the confinement 

suffered by the pandemic worldwide with SARS 

COV-2 or COVID-19 as it is colloquially 

known, according to the National Health and 

Nutrition Survey (ENSANUT), depression 

increased very significantly with a prevalence of 

13.6% in 2018 (Cerecero-Garcia, 2020) to 

27.3% in April 2020, although the reduction in 

depression has been significant, it still continues 

above the 2018 measurement affecting mainly 

women than men and with a lower 

socioeconomic level. This pandemic has 

detonated a growth in the number of internet 

users, in Mexico alone it is estimated that it had 

84.1 million internet users, representing 72% of 

the population aged six years or more, increasing 

1.9 points more than in 2019 (70.1%). Being 

71.3% women and 72.7% men, within the main 

activities of users are communicating (93.8%), 

searching for information (91%) and browsing 

social networks (89%) (ENDUTIH, 2021). 
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With the increase of Internet users across 

the country, in recent years several researches 

have been guided to the detection of these 

disorders through machine learning, analyzing it 

as a problem of text classification. The process 

of text classification consists of extracting 

several features from a set of previously labeled 

data and from these learn models that allow to 

distinguish between several classes. Obtaining 

the data is a crucial step for the correct 

classification of the data, however it is a process 

that needs a high use of computational resources 

in the preprocessing, especially in the 

classification of data from different sources that 

can be obtained from social networks such as 

Twitter, Facebook and Instagram. 

 

This need for computational resources 

has led the scientific community to seek a 

solution to these problems by means of parallel 

computing, which is a technique that is being 

used in the fields of simulation of mathematical, 

statistical, climatic calculations and even with 

image processing that require high processing 

capacity, using its use in different levels of 

laboratories among which we can find 

supercomputers, distributed systems, multicore 

processors, graphics processors, cloud 

computing up to quantum parallelism, always 

with the same objective which is to seek an 

optimization of processing times. 

 

The rest of this article has been organized 

as follows. Theoretical background related to 

social networks, analysis and classification of 

short texts in section 2. The materials used in the 

creation of the model are detailed in section 3, 

The methodology and implementation details 

have been discussed in section 4. The evaluation 

of the model is demonstrated in section 5. The 

conclusions have been presented in section 6, 

followed by future work in section 7. 

 

Theoretical background 

 

The increasing prevalence of psychological 

disorders such as depression and post-traumatic 

stress requires a serious effort to create new tools 

and technologies to aid in their diagnosis and 

treatment. In recent years, new computational 

approaches have been proposed to objectively 

analyze the patient's nonverbal behavior (Ghosh, 

2014), as well as the extraction of features in 

video, audio and text as proposed by (Dham, 

2017) or also in a more conventional way with 

the use of depression inventory proposed by 

(Beck, 1984). 

As depression is a difficult situation, 

ethical considerations should be taken to inform 

the interviewees that the data will be confidential 

and will be used only for research purposes as 

done in (Granados Cosme, 2020). 

 

Social networks such as Twitter and 

Facebook are increasingly associated with 

phenomena such as harassment, bullying, 

suicide or even depression (Marouane Birjali, 

2016). It is therefore very important to detect 

potential victims as early as possible to 

strengthen the prevention of these phenomena on 

social networks. Specific linguistic features such 

as articles, prepositions, auxiliary verbs, 

adverbs, conjunctions, personal pronouns, 

impersonal pronouns, verbs and negations are 

the most important combinations that authors 

(Islam, 2018) have tried to find in the comments 

of these social networks, in search of patterns 

that lead them to detect depression. There are 

research works for the analysis of social 

networks specifically on the opinion of different 

topics such as depression, alcoholism, and drugs. 

These works base some of their techniques on 

the extraction and classification of positive, 

negative and neutral feelings. This classification 

can be achieved by statistical analysis which is 

divided into supervised classification (J. Pestian, 

2010), (Maria Khodorchenko, 2019), (Jacques 

Philip, 2016), (Robert A. Fahey, 2018), and 

unsupervised (Matykiewicz P, 2009) with which 

we can explore different types of attributes or 

classes, to model, detect and predict [28] 

depression, suicide or any other keywords.  

 

These analyses are accompanied by 

different techniques and tools such as the one 

used by (Manabu Torii, 2015) (Nguyen T. O., 

2017), who made use of natural language 

processing (NLP) for the detection of patterns 

that could help to relieve the depression attitudes 

of relevant online users, or looking for an 

improved compilation of labeled dataset with the 

help of heuristics (Maria Khodorchenko, 2019), 

(Ruben Sanchez Acosta, 2019). As well as 

relying on tools such as nQuiry (INQUIRY, 

2020), MedEx (MEDEX, 2020), Weka (Java, 

2019), RIP-PER (RIP-PER, 2020), LibSVM 

(Lin, 2019), Stanford NER (Group, 2020), 

Twitter4J (API, 2020) ,WordNet (English, 

2011), they managed to generate hybrid system, 

based on rules and machine learning (Manabu 

Torii, 2015).  
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With The information generated in social 

networks is growing in an exponential way in 

content (Liang & Dai, 2013) shared by users in 

more than 900 social networking sites available 

on the Internet that are accessed today, among 

the most recognized we can find Facebook, 

Instagram, and Twitter. The latter is ranked as 

one of the most visited and used networks in the 

world, with an average of more than 58 million 

tweets generated per day (Li, Lei, Khadiwala, & 

Chang, 2012).  

 

These "tweets" are short message posts 

(280 characters) which are created and shared in 

real time. This speed of communication is 

reaching the point that traditional news is 

becoming obsolete (Chih-Hua T., 2015), since a 

news story would normally take 3 hours to be 

reported on an incident, with a tweet shared on 

Twitter it would take no more than 10 minutes to 

be known among the users of this social network. 

But not everything is positive as the speed and 

ease of information we have on social networks 

causes phenomena such as harassment, bullying, 

depression or even suicide (Marouane Birjali, 

2016), and some cases cause more unfavorable 

effects such as that of "copycat" called "Werther 

Effect" (Phillips, 1974) (Ueda M, 2017), since 

after the suicide of some celebrities (Marouane 

Birjali, 2016) makes users followers (Followers 

in English) of them, may come to make unwise 

decisions, which added to the stress and 

depression that one has from everyday problems 

due to lack of money, problems with the couple, 

with school or perhaps with work, school 

bullying etc. , can lead to a mental disorder that 

can be fatal.  

 

Applying machine learning techniques to 

online communities is a viable method to 

improve our understanding of how online 

communication can be used to characterize 

people's experience of depression, as it is a very 

prevalent mental health problem and is a 

comorbidity of other mental, physical and 

behavioral disorders, identifying (Nguyen T. O., 

2017) five subgroups of online communities: 

depression, bipolar disorder, self-harm, 

grief/grief and suicide. Psycholinguistic features 

and content themes were extracted from the 

postings and analyzed. 

 

 

 

 

 

 

Even though techniques, methods and 

tools have been proposed, automatic detection of 

suicidal, depressive or stressful content in social 

networks is scarce, machine learning approaches 

are available, which have the potential to 

significantly impact the prediction of related 

events, but have not yet been able to reach short-

term prediction, despite the great potential of 

these models, such as the low accuracy results 

(Bart Desmet V. H., 2018) they obtained when 

weighting user profiles in social networks. 

 

Neural networks unlike some classical 

statistical regression models are designed to 

accommodate high-dimensional inputs, they can 

be useful for prediction. However, prospective 

comparisons of machine learning tools for short-

term prediction have not yet been carried out, 

despite the tremendous potential. In part, this is 

because short-term risk factors derived from 

social networks and smartphones are not yet well 

characterized or validated in crucial ways, even 

the best computational methods for risk 

assessment will only be as good as the risk factor 

data provided to them (Torous, 2018). 

 

Materials 

 

Python (v3.7.x) is an interpreted programming 

language whose philosophy emphasizes the 

readability of its code. It is a multi-paradigm 

programming language, as it partially supports 

object-oriented, imperative programming and, to 

a lesser extent, functional programming. It is an 

interpreted, dynamic and cross-platform 

language. 

 

Scikit-learn (v0.24.2) is a Python library 

that supports supervised and unsupervised 

learning. It also provides several tools for model 

fitting, data preprocessing, model selection and 

evaluation, and many other utilities. 

 

Pandas (v1.3.1) is a Python library and is 

intended to be the fundamental high-level 

building block for performing practical, real-

world data analysis. It also has the broader goal 

of becoming the most powerful and flexible 

open source data analysis/manipulation tool 

available in any language. 
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TextBlob (v0.16.0) is a Python (2 and 3) 

library for textual data processing. It provides a 

simple API to dive into common natural 

language processing (NLP) tasks, such as part-

of-speech tagging, noun phrase extraction, 

sentiment analysis, classification, and 

translation. 

 

Random Forest algorithm consists of a 

set of individual decision trees, each trained with 

a slightly different sample of the training data 

generated by bootstrapping). The prediction of a 

new observation is obtained by aggregating the 

predictions of all the individual trees that make 

up the model. 

 

Representational State Transfer (REST) 

completely changed software engineering 

starting in 2000. This new approach to the 

development of web projects and services was 

defined by (Fielding, 2000), the father of the 

Hypertext Transfer Protocol (HTTP) 

specification and one of the international 

references in everything related to Network 

Architecture. In the field of Application 

Programming Interfaces (APIs). Currently it is 

difficult to find projects or applications that do 

not have a REST API for the creation of 

professional services from that software as used 

by Twitter, YouTube, Facebook, etc. 

 

Twitter REST API: Offers developers 

access to Twitter's core data. All operations that 

can be performed via the web can be performed 

from the API.  Depending on the operation it 

requires authentication or not, with the same 

criteria as in web access. Supports formats: 

XML, JSON, RSS, ATOM. 

 

The computer equipment was a 

Microsoft Windows 10 Enterprise HP ZBOOK 

15v G5, with NVIDIA Quadro 9600 graphics 

card with Intel® Xeon® E-2176M CPU @ 

2.70GHz 2.71GHz, 16 GB memory and 500 GB 

solid state hard disk. 

 

 

 

 

 

 

 

 

 

 

 

 

Methodology 

 

In this section we sought to recognize the context 

of the problem of our research through the 

approach of concepts of the most relevant terms 

such as the vocabulary of depression to be used, 

the natural language processing (NLP) tools, the 

selected Machine Learning algorithm, the 

programming language and even the perfection 

of the techniques that were used to calibrate the 

model in the executed algorithm, proposing six 

phases that apply the above described and will 

be detailed as shown in Figure 1. 
 

 
 

Figure 1 Phases of the proposed methodology 

 

I. Phase 1. Data Collection. 

 

The phase begins with the definition of the 

vocabulary of various words detected in the 

literature on depression. In Annex 1. the words 

that were collected in the English language 

vocabulary such as anxiety, anger, depression, 

etc., as mentioned (Ghosh, 2014), (Islam, 2018), 

(James G. Phillips, 2019), (Nguyen T. V., 2016), 

(Beltran, 2012), (Padilla-Navarro, 2016), 

(Marouane Birjali, 2016) can be observed. With 

this vocabulary related to depression topics, 

tweets were filtered on the social network 

Twitter. The collection of tweets was carried out 

for a period of 2 hours daily over a period of 

approximately 6 months, achieving a significant 

sample of more than 1,000,000 tweets, which 

were backed up in a database of files for 

processing in the following phases of this 

research. 

 

 

 

 

 

Phase 1

Data collection

Phase 2

Text Pre-
Processing

Phase 3

Feature Extraction

Phase 4

Data Grouping

Phase 5

Machine learning 
model generation

Phase 6

Model optimization
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II. Phase 2. Text preprocessing 

 

With the use of natural language processing 

methods and techniques, we seek to transform 

the data obtained into a formal representation of 

the tweets extracted from Twitter. In this 

transformation, the texts are sought to be cleaned 

and prepared for processing before sentiment 

classification, where misspellings, stop words, 

sentence boundaries, punctuation marks are 

removed and emoticons or emojis are replaced 

by corresponding words, among other 

techniques, such as those used by (Bart Desmet 

V. H., 2018), (Tadesse MM, 2019), (Cheeda, 

2018), (Agarwal, 2011), (McDonals, 2020), 

which propose converting tweets to lowercase, 

elimination of special characters such as 

[:;?()!,.], blank spaces etc.; which in the cases 

used by the literature have worked for the 

proposed purpose, but for our research it is 

proposed to add a list of techniques which we 

will call from now on, techniques for eliminating 

noise in tweets (TER-TWS). Since, added to 

those used in the literature, we can obtain a tweet 

with less noise and with more selective text for 

use in the proposed model. 

 

The tweet de-noising technique (TER-

TWS) is composed of the following list of tasks. 

 

- Replace abbreviations [don't].  

 

- Remove old style retweets (RT). 

 

- Change all comment text to lowercase. 

 

- Replace website URLs with local variable. 

 

- Replace @username with local variable. 

 

- Replace blank spaces. 

 

- Replace Hashtag (#). 

 

- Remove special characters and numbers. 

 

- Remove e-mails. 

 

- Remove line breaks. 

 

- Remove duplicate words. 

 

- Apply the Stop Words technique. 

 

 

 

III. Phase 3. Feature extraction 

 

In this phase we seek to extract the most relevant 

features and that are extremely useful for the 

correct classification or retrieval of information 

to be detected in the tweet, for which 

tokenization techniques such as the one used by 

(Bart Desmet V. H., 2018) (Bart Desmet V. H., 

2013) are used in the message, eliminating 

words that have little interest for our research, 

generating a feature vector for each of the tweets 

collected. 

 

This vector is created from a set of N 

consecutive elements in a document (tweet), 

which includes words, numbers, symbols and 

punctuations, which were in some cases 

eliminated in the previous phase for not being 

relevant, this based on the N-gram modeling that 

is used in text mining and PLN (M. M. Tadesse, 

2019).  Another strategy used is the 

lemmatization technique which is a process by 

which the words of a text belonging to the same 

inflectional paradigm that taken to a normal 

form represents the whole class until the 

corresponding lemma is found. This lemma is 

the form that by convention is accepted as 

representing all the inflected forms of the same 

word. With the help of these two techniques used 

in this phase it is possible to visualize in the 

vector obtained from the tweet the following 

form ['seen', 'terrible', 'argument', 'weapon', 

'victim', 'death', 'heartbreak', 'tragedy'], which 

has been run through the more than one million 

tweets collected and which will be used in the 

next phase. 

 

IV. Phase 4. Grouping of the data. 

 

In this phase we have challenges with the 

sentiment analysis, since we must determine if 

there is any opinion in the tweet since it could be 

just an objective comment or always a response 

to another user, as well as a topic not relevant to 

the depression, for this reason it is important to 

recognize the abbreviations and idioms of the 

words to be found. Unfortunately, as Twitter is 

an informal social network, what is expressed by 

users is not always the most structured, accented 

and popular words are used in most of the 

messages according to the region where it has 

been used and that are not necessarily in the 

traditional dictionary, and sometimes we can 

find in the same sentence positive and negative 

words, which makes it more complicated to 

determine the polarity of the option expressed by 

users. 
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The polarity of each tweet is determined 

by assigning a score of [-1.0, 1.0] which refers to 

how the text can be measured in positive or 

negative depending on the tone of the tweet, for 

which -1 will indicate that they are more 

negative and +1 is more positive, while the value 

of zero will be considered as a neutral sentiment. 

A subjectivity score [0.0, 1.0] refers to the 

representation of a subjective or objective 

meaning, where the value close to zero 

represents an objective comment and close to 1 

is a subjective comment (Tom De Smedt, 2020). 

 

To detect polarity and subjectivity in the 

tweets collected for this research, use was made 

of Python's TextBlob library, which internally 

uses a dictionary with a total of 2920 words 

previously classified with polarity and 

subjectivity values, it can be an advantage to use 

a dictionary-based approach to extract tweet 

sentiment, since a large number of words with 

their orientations can be found quickly, but it can 

be turned into a disadvantage since such 

sentiment orientations of the words collected in 

this way are general or independent of the 

author's context and language. 

 

Based on the obtained result of polarity 

and subjectivity we used a lexical approach since 

using a large number of tweets and with the bag 

of words created in the previous phases, we 

assigned an individual score to each of the words 

in the vector and finally calculated the sentiment 

by a grouping operation, with the mean of the 

sentiments. We classified this with 5 different 

numerical indicators (classes), in the more than 

1,000,000 tweets used in this research, which 

were given a textual value for the human 

understanding and a numerical indicator for the 

machine understanding of our algorithm, using 

the latter for classification based on a machine 

learning line (Yang, 2018), as can be seen in 

Table 1. 
 

Indicators Value Classes 

P+ Very Positive 5 

P Low Positive 4 

NEU Neutral 3 

N Slightly Negative 2 

N- Very Negative 1 

 

Table 1 Polarization-based sentiment indicators and 

values 

 

 

 

 

Where the values are added in the Excel 

file used in previous phases, adding two more 

columns, where we can see the indicator value 

very positive, little positive, neutral, little 

negative and very negative with their respective 

numerical class for our algorithm. These will be 

used in the next phase as output data for the 

model to be used. 

 

V. Phase 5. Machine Learning Model 

Generation 

 

The supervised learning (Machine Learning) 

takes a set of data (inputs) and known responses, 

and looks for a way to build a predictive model 

that generates reasonable or adequate 

predictions to the new data entered. That is, 

given a database 𝐷={𝑡1, 𝑡2, ...,𝑡𝑛} of tuples or 

records (individuals) and a set of classes 𝐶={𝐶1, 

𝐶2, ...,𝐶𝑚}, the classification/prediction 

problem is to find a function 𝑓: 𝐷→𝐶 such that 

each 𝑡𝑖 is assigned to a class 𝐶𝑗. 𝑓:𝐷→𝐶 could 

be a KNN Method, a Decision Tree Method, a 

Support Vector Machine, a Bayesian Model, a 

Random Forest Method and a Boosting Method 

(Francisco Luna Rosas, 2018). 

 

Figure 2 shows our supervised learning 

model to detect depression-related patterns in 

social networks. 

 

Apprenticeship Table 

Number 
of 

Tweets 

Sentiment 
Value 

Number 
of words 

Numerical 
Indicator 

(Classes) 

1 0 14 4 

2 0.02 9 5 

3 -0.17 11 3 

4 0.15 9 5 

5 0 15 4 

6 -0.12 3 3 

7 -0.08 3 3 

… … … … 

700,000 -0.13 13 3 

 

Table of Tests 

Number of 
Tweets 

Sentiment Value 
Number of 

words 

Numerical 
Indicator 

(Classes) 

300,000 -0.5 9 2 

 

Figure 2 Supervised learning model 
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The Algorithm selected for this research 

was Random Forest, being a supervised machine 

learning algorithm, it has two important features, 

regression and classification, using the latter 

with a calibration of 200 decision trees in the 

forest (estimator). To train and test it, the Table 

Testing method was used, which implies that a 

percentage of data was used for training and 

another percentage was used for testing 

(Francisco Luna Rosas, 2018) (Maaoui, 2016), 

in both cases the input data were the value of the 

sentiment, and the number of words per tweet 

and the output to predict is the numerical 

indicator of the class, in our case of the total 

number of tweets collected and processed in the 

previous phases was 1,000,000 and of which 

70% were used for training which equals 

700,000 and the remaining 30% for testing 

which equals 300,000 as shown in Table 2. 
 

Tweets Collected (1,000,000) 

Training (700,000) Testing (300,000) 

 

Table 2 Testing table method 

 

VI. Phase 6. Model optimization 

 

The main contribution of our research is the 

optimization of the overall processing time of 

the model, in which parallel computing is key to 

achieve our goal. There are different forms of 

parallel computing such as: bit-level parallelism, 

instruction-level parallelism, data parallelism 

and task parallelism (Rosas, 2018). The latter 

was the one used in our research, since it makes 

use of the concurrent programming paradigm 

that consists of assigning different tasks to each 

of the processors of a computing system. 

 

Taking into consideration that social 

networks continue to take a wide boom 

worldwide and that users share millions of 

tweets with different contexts, the volume of 

data is considerable, and according to WHO 

estimates, depression has affected more than 322 

million (INEGI, 2019) per year globally, this 

research can be a link between the needs of 

depression prevention with the interaction of 

technological trends of social networks with 

users going through this situation. 

 

 

 

 

 

 

The Python programming language used 

in all phases of this research has support for 

Parallel processing, being one of the favorite 

languages for Big Data analysis, using libraries 

such as multiprocessing or threading (Python, 

2020), which use "parent process" and "workers" 

or "helpers" architectures, formerly known as 

"master" and "slave" (Mariatta, 2018), as well as 

the management of processing threads in the 

system, which will help us to optimize the 

execution time of the preprocessing phases seen 

in the previous sections. 

 

To achieve time optimization, phases I, 

II, III and IV were selected, because they carry a 

high degree of computational processing, from 

the extraction, cleaning, calibration and 

classification of the data, which causes it to take 

considerable time to preprocess them in a 

conventional sequential manner and is where 

parallel processing makes a big difference. 

 

With the generation of the database that 

was created in phase I, 10 files with different 

number of tweets and file size were created. see 

Table 3. 
 

Cycles MB 

Size 

Number of 

Tweets 

Sequential 

Process 

(Seconds) 

Parallel 

Process 

(Seconds) 

Optimization 

% 

1 49.05 100,000 733.99 151.8 79.32 

2 113.66 200,000 1303.24 298.82 77.07 

3 163.82 300,000 2298.57 450.68 80.39 

4 214.46 400,000 2626.05 601.69 77.09 

5 265.21 500,000 3516.43 752.16 78.61 

6 316.73 600,000 4223.19 912.5 78.39 

7 368.43 700,000 4568.22 1061.01 76.77 

8 419.99 800,000 5252.52 1202.75 77.10 

9 471.62 900,000 6288.38 1353.21 78.48 

10 523.62 1,000,000 7151.38 1494.95 79.10 

 

Table 3 Sequential vs. Parallel execution times 
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Which were processed sequentially and 

in parallel, where in the sequential process began 

with the reading of file by file and tweet by tweet 

invoking the process of the other facets involved 

in the optimization, which makes the 

preprocessing slow and visualizing a 

considerable time which is doubled for each of 

the files, as visualized in Table IV, where we can 

clearly see that going through 100,000 tweets in 

the first file and finishing it achieves an 

approximate time of 733.99 seconds, and when 

continuing with the second one it increases to 

1303.24 seconds and so on, unlike the parallel 

process, which reads file by file, but with the 

difference that the tweets are distributed by the 

total number of cores that the system has 

available, which is achieved with Python's own 

libraries mentioned above, to do the same tasks 

of the phases mentioned above, however in a 

parallel way, a time optimization is achieved, 

which in the first file we can see an improvement 

of 79.32% which is equivalent to 151. 8 seconds, 

and thus improving the next one with a time of 

298.82 seconds, which is equivalent to 77.07% 

improvement and so on, a challenge to be 

considered in this optimization is the level of 

computation that must be considered for this 

type of optimizations, because as the files in the 

cycles grow in size and data in number of tweets, 

it is more complicated its processing, because it 

takes all the resources of the system to attend the 

task sequentially and the tasks in parallel.  
  

 
 

Figure 3 Preprocessing times between Sequential and 

Parallel 

 

In Figure 3 we can visualize the 10 cycles 

with the improvements previously seen in Table 

IV, and in which we can clearly see how the 

parallel processing is separated far above the 

sequential processing, achieving an overall 

preprocessing optimization percentage of 

78.23% between the comparison of the two 

processing techniques. 

Model Evaluation 

 

The model performance evaluation as the 

literature recommends, makes use of a confusion 

matrix (Maaoui, 2016), which contains 

information about the actual and estimated 

classifications, this matrix is NxN, where the 

rows are named according to the actual input 

classes and the columns are those predicted by 

the model, and are used to explicitly detail when 

a class is confused with another, as shown in 

Table 4. 
 

Classes 1 2 3 4 5 

1 32593 0 0 0 0 

2 0 261525 0 0 0 

3 0 0 225622 0 0 

4 0 0 0 174381 0 

5 0 0 0 0 5880 

 

Table 4 Random Forest confusion matrix 

 

In order to evaluate this performance, we 

will apply the evaluation metrics (Basu, 2012) as 

follows: 

 

True positives (VP): are those samples 

with positive classes have been classified as 

positive (correctly classified). 

 

True negatives (TN): Those samples with 

negative class have been classified as negative 

(correctly classified). 

 

False positives (FP): Those samples with 

negative class that have been classified as 

positive (incorrectly classified). 

 

False Negatives (FN): Those samples 

with positive class that have been classified as 

negative (incorrectly classified). 

 

With these evaluation metrics, we are 

looking for: 

 

Overall Precision (PG) which is one of 

the most widely used metrics for classification 

performance, and is defined as a ratio of 

correctly classified samples to the total number 

of samples (Tharwat, 2020) and is achieved with 

the following formula: 

 

𝑷𝑮 = (𝑽𝑷 + 𝑽𝑷) / (𝑽𝑵 +  𝑭𝑷 + 𝑭𝑵 + 𝑽𝑷)           (1) 

 

 

 

 

 

1 2 3 4 5 6 7 8 9 10

Pre-Processing Time

Sequential vs Parallel

Sequential Parallel
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Accuracy (Bart Desmet V. H., 2013) is 

used to be able to measure the QUALITY that 

the model is able to identify in the classification 

task, and is achieved with the following formula: 

  

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  𝑽𝑷 / (𝑽𝑷 +  𝑭𝑷)                              (2) 

  

Recall (completeness or sensitivity) is 

used to be able to measure the QUANTITY that 

the model is able to identify in the classification 

task, and is achieved with the following formula:  

 

𝑹𝒆𝒄𝒂𝒍𝒍 =  𝑽𝑷 / (𝑽𝑷 +  𝑭𝑵)                                   (3) 

 

The F1-Score is used to be able to 

combine the measures of precision and recall 

into a single value, as it makes it easier to 

compare the combined PERFORMANCE 

among several solutions and is achieved with the 

following formula: 

 
𝑭𝟏 − 𝑺𝒄𝒐𝒓𝒆 = 𝟐 ∗ (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗ 𝑹𝒆𝒄𝒂𝒍𝒍)/

(𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍)                                                    (4) 

 

The Random Forest classifier was the 

algorithm we used in our model to validate its 

efficiency, we used an initial calibration for the 

estimators of 200, obtaining an accuracy of 1.00, 

with an error ratio of 0.0, the detail by indicator 

can be seen in Table 6. 
 

Indicators PG ReCall F1-

Score 

Total 

1 1 1 1 32593 

2 1 1 1 261525 

3 1 1 1 225622 

4 1 1 1 174381 

5 1 1 1 5880 

 

Table 6 Details of accuracy by indicato 

 

Annexes 

 

Annex 1. Depression vocabulary 

 
Vocabulary 

English 

Literature Content 

Ghosh, S., Chatterjee, M., 

& Morency, L. P. (Ghosh, 

2014) 

sad, health, anxiety, anger, 

leisure, negate, hear, I, 

assent. 

Islam, Md Rafiqul, Kabir, 

M. A., Ahmed, A., 

Kamal, A. R. M., Wang, 

H., & Ulhaq, A. (Islam, 

2018) 

happiness, sadness, anger, 

anxiety, depression, 

bipolar. 

James G. Phillips, Leon 

Mann (James G. Phillips, 

2019) 

suicide, crowd, audience, 

depression, suicide attempt 

webcam, skype, and 

livestream. 

Nguyen, T., Venkatesh, 

S., & Phung, D. (Nguyen 

T. V., 2016) 

Sadness, health, anxiety, 

death, insight, negations, 

etc. 

Beltrán, M. D. C., Freyre, 

M. Á., & Hernández-

Guzmán, (Beltrán, 2012) 

Sadness, Pessimism, 

Dissatisfaction, Guilt, Self-

loathing, Irritability, 

Fatigue, etc. 

Padilla-Navarro, C., 

Pedruelo, M. R., & 

Ramírez, C. L. (Padilla-

Navarro, 2016) 

anxiety, anger, depression, 

self-consciousness, 

immoderation, 

vulnerability, etc. 

Marouane Birjali, 

Abderrahim Beni-

Hssane, Mohammed 

Erritali. (Marouane 

Birjali, 2016) 

fear, depression, 

harassment. 

 

Conclusion 

 

Social networks are at a very high point of 

popularity and this attracts the attention of 

people from all over the world to create social 

interconnections between users. Opinion mining 

and sentiment analysis on Twitter data are more 

popular with the passage of time, making users 

to express their sentiments with a greater ease. In 

this research, we have proposed a methodology 

to detect depression-related opinions using this 

type of mining and analysis. The proposed 

system is able to analyze a large dataset of tweets 

to classify them into five different classes from 

neutral, very negative, and little negative, as well 

as, little positive and very positive. 

 

The text classification techniques used in 

the collected tweets have been adjusted, adapted 

and integrated to build a methodology to help the 

classification of the proposed indicators is this 

research and have shown that, with a good 

classification of sentiment polarity using tweet 

denoising techniques (TER-TWS), good results 

can be obtained, achieving in our model an 

acceptable accuracy of 100 with no margin of 

error. 

 

Finally, it has been demonstrated that 

parallel processing with the use of 

multiprocessors and task distribution generates 

us better results in the preprocessing times of the 

more than 1,000,000 tweets classified with the 

methodology in its different phases, 78.23% 

overall time optimization has been achieved 

against traditional sequential processing. 
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Future work 

 

With the results obtained, we will seek to 

optimize the times with clustering techniques in 

distributed containerized systems, which can 

help us to further optimize these response times 

for the prediction of tweets posted by users with 

depression problems and some other disorder 

that is able to be used within our same 

methodology. 
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